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Estimates of atmospheric evaporative demand have been widely required for a variety of hydrological
analyses, with potential evapotranspiration (PET) being an important measure representing evaporative
demand of actual vegetated surfaces under given metrological conditions. In this study, we assessed the
ability of various PET models in capturing long-term (typically 2003–2011) dynamics of evaporative
demand at eight ecosystems across various biomes and climatic regimes in China. Prior to assessing
PET dynamics, we first examined the reasonability of fourteen PET models in representing the magni-
tudes of evaporative demand using eddy-covariance actual evapotranspiration (AET) as an indicator.
Results showed that the robustness of the fourteen PET models differed somewhat across the sites,
and only three PET models could produce reasonable magnitudes of evaporative demand (i.e.,
PET � AET on average) for all eight sites, including the: (i) Penman; (ii) Priestly-Taylor and (iii) Linacre
models. Then, we assessed the ability of these three PET models in capturing dynamics of evaporative
demand by comparing the annual and seasonal trends in PET against the equivalent trends in AET and
precipitation (P) for particular sites. Results indicated that nearly all the three PET models could faithfully
reproduce the dynamics in evaporative demand for the energy-limited conditions at both annual and sea-
sonal scales, while only the Penman and Linacre models could represent dynamics in evaporative
demand for the water-limited conditions. However, the Linacre model was unable to reproduce the sea-
sonal switches between water- and energy-limited states for some sites. Our findings demonstrated that
the choice of PET models would be essential for the evaporative demand analyses and other related
hydrological analyses at different temporal and spatial scales.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

Changes in global hydrological cycle could lead to major envi-
ronmental and socioeconomic impacts (Oki and Kanae, 2006),
while estimates of atmospheric evaporative demand is widely
required for hydrological analyses such as irrigation scheduling,
water resources management, drought monitoring and hydrocli-
matologic variability (Allen et al., 1998; Budyko, 1978; Hobbins
et al., 2012; Liu and Sun, 2016; Roderick and Farquhar, 2004;
Wang et al., 2012). Atmospheric evaporative demand can be
expressed in different perceptions, such as pan evaporation from
an open-water surface, reference evapotranspiration from a well-
watered but prescribed reference vegetated surface with a fixed
surface resistance (e.g., Allen et al., 1998; crop reference evapo-
transpiration), and potential evapotranspiration (PET) from a
hypothetically well-watered but actual vegetated surface
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(Robinson et al., 2017), thereby making PET the most suitable mea-
sure representing evaporative demand of actual land surfaces
under given metrological conditions. PET could be estimated by
some physical or empirical models (Federer et al., 1996; Fisher
et al., 2011). However, numerous PET models have been introduced
in the literature (Fisher et al., 2011; Rao et al., 2011), and there may
exist significant differences among their estimates and variation
trends (e.g., Donohue et al., 2010; Federer et al., 1996; Fisher
et al., 2005, 2011). Therefore, it is necessary for us to determine
the appropriate PET model(s) representing evaporative demand,
especially for analyses on long-term dynamics in evaporative
demand under global climate change.

The concept of water-limited and energy-limited evaporation
was applied to assess the ability of PET models in representing
evaporative demand in this study. These two terms have long been
used for understanding the role of evaporation in the water bal-
ance at various space-time scales (McVicar et al., 2012a). The
hydroclimatological term ‘energy-limited’ is used to describe the
conditions when the supply of water exceeds the evaporative
demand, while the term ‘water-limited’ refers to the contrary cir-
cumstances (Donohue et al., 2010; McVicar et al., 2012a). Gener-
ally, we would expect actual evapotranspiration (AET) to
approach PET under energy-limited environments where AET is
mainly determined by PET, i.e., the proportional relationship
(Roderick and Farquhar, 2004). As for water-limited conditions,
AET will increase with increases in precipitation (P) due to more
surface moisture availability, while PET will decrease because of
the associated decreases in solar radiation and air temperature,
and increases in air humidity (Donohue et al., 2010; Roderick
and Farquhar, 2004; Yang et al., 2006). That is, for water-limited
conditions, the relationship between PET and AET (and also P)
should generally follow an inverse relationship, i.e., the compli-
mentary relationship (Brutsaert and Parlange, 1998; Yang et al.,
2006).

It seems quite easy for us to portray the ‘realistic’ long-term
trends in PET and hence evaporative demand according to AET or
P trends if we are certain about the studied locations or periods
under either water- or energy-limited environments. For example,
Donohue et al. (2010) utilized the logic of complimentary relation-
ship to assess if there is an inverse relationship between P trends
and PET trends as a means to assess the usefulness of different
PET formulations in capturing dynamics in evaporative demand
for water-limited locations. However, as a matter of fact, we are
not definitely sure about the water- or energy-limited states for
many situations but only with some empirical knowledge (mainly
from the long-term average ratio of PET rates to P rates (Donohue
et al., 2007), but PET data source is inconclusive). It becomes more
difficult for the ‘equitant’ climates, that is, the condition straddles
the divide between water- and energy-limited states and the dom-
inant limitation switches between these states at a time-step
shorter than mean-annual (e.g., seasonally) (McVicar et al.,
2012b). Therefore, it is necessary to find a feasible way to define
the water- or energy-limited states in order to evaluate the capa-
bility of PET models in capturing dynamics in evaporative demand.

Based on the logic of proportional and complimentary relation-
ship between AET and PET, it should be noted that there also exist
proportional or inverse relationships between AET trends and P
trends for different hydroclimatological conditions (i.e., water- or
energy-limited), which have been observed in previous studies
(e.g., Brümmer et al., 2012; Song et al., 2014). That is, the relation-
ship between the trends of AET and P should be proportional for
the water-limited conditions, while inverse relationship would be
expected for the energy-limited (not water-limited) environments.
Thus, it is executable for us to define the hydroclimatological states
according to the observed relationships between AET trends and P
trends, and hence obtain the ‘realistic’ equivalent trends in PET and
evaporative demand.

Therefore, this study aims to assess the utility of fourteen PET
models in capturing annual and seasonal dynamics of evaporative
demand, using the observed relationship between the trends of
AET and P as an approach to define the corresponding hydroclima-
tological (i.e., water- or energy-limited) states. In consideration of
the significant differences among different PET model estimates,
validating the reasonability of PET estimates in representing the
magnitudes of evaporative demand should be an important initial
step when assessing the ability of PET models in capturing dynam-
ics in evaporative demand.

To accomplish this, three objectives are proposed in this
research: (i) assessing the magnitudes of PET; (ii) assessing the
annual trends of PET; and (iii) assessing the per-month trends of
PET. This paper is organized in the following sections. In the next
section ‘Materials and Methods’ we describe: (i) the sites used in
this study; (ii) the measurements and data processing of AET and
meteorological data used for these analyses; (ii) the PET models
selected in this research; (iii) the assessment on PET magnitudes;
and (iv) the assessment on PET dynamics. The section ‘Results’
are presented using sub-headings the same with the three objec-
tives. A discussion on the magnitudes and dynamics of PET are dis-
played next, followed by some conclusion.
2. Materials and methods

2.1. Site description

AET measurements and meteorological data used in this study
were collected from eight typical ecosystems with eddy-
covariance flux towers, as part of ChinaFLUX (Yu et al., 2006).
The eight sites consisted of three forest sites, three grassland sites,
one wetland site and one cropland site. The three forest sites are
distributed from north to south in the eastern China, containing
a temperate broadleaf Korean pine mixed forest in the Changbai
Mountains (CBS), a subtropical coniferous plantation in the Qia-
nyanzhou site (QYZ), and a subtropical evergreen broadleaf forest
in the Dinghu Mountains (DHS). They are influenced by monsoon
climate to varying degrees and expand from temperate zone to
subtropical zone (Yu et al., 2006). The three grassland sites and
the wetland site are located in the North of China and the
Qinghai-Tibet Plateau, containing a typical temperate steppe in
Inner Mongolia site (NM), an alpine shrubland meadow in Haibei
site (HBGC), an alpine marsh meadow in Haibei site (HBSD, we
considered it as a wetland site in this study), and an alpine
meadow-steppe in Dangxiong site (DX). The cropland site is
Yucheng site (YC) locating in the Northern China Plains, which is
a typical temperate cropland with annual rotation of winter wheat
and summer maize in China. These eight sites are separated along a
broad geographical distribution and encompass the most prevalent
climate and ecosystem types in China (Fig. 1), spanning wide
ranges of temperature and precipitation. An overview of the site
characteristics is given in Table 1. More extensive descriptions
could be found in the references listed in Table 1.
2.2. AET and meteorological data

AET data were acquired from water flux data directly measured
by eddy covariance method. CO2 and H2O flux data were measured
by the open-path eddy covariance (OPEC) system above the canopy
at the ChinaFLUX sites. The OPEC system consisted of an open-path
infrared gas analyser (Model LI-7500; Licor Inc., Lincoln, Nebraska,
USA) and a 3-D sonic anemometer (Model CSAT3; Campbell



Fig. 1. Location of the eight eddy covariance flux sites used in this study. Different maker types indicate different vegetation types: MF, mixed forests; ENF, evergreen
needleleaf forests; EBF, evergreen broadleaf forests; GRA, grasslands; WET, wetlands; CRO, croplands.

Table 1
Site descriptions of the eight sites.

Sites CBS QYZ DHS NM HBGC HBSD DX YC

Location 42.40�N,
128.10�E

26.74�N, 115.06�E 23.17�N, 112.57�E 43.55�N, 116.68�E 37.66�N,
101.33�E

37.61�N,
101.31�E

30.85�N,
91.08�E

36.95�N,
116.57�E

Elevation (m) 738 102 300 1200 3293 3160 4333 28
Temperature

(�C)a
3.6 17.9 20.8 -0.4 -1.6 -1.6 1.3 13.1

Precipitation
(mm)b

695.3 1494 1956 350.4 560 560 476.8 528

Climate type Temperate
continental
monsoon climate

Typical
subtropical
monsoon humid
climate

South-subtropical
monsoon humid
climate

Temperate semi-
arid continental
climate

Plateau
continental
climate

Plateau
continental
climate

Plateau
monsoon
climate

Temperate
semi-humid
monsoon
climate

Vegetation
typeb

Temperate
broadleaf Korean
pine mixed forest
(MF)

Coniferous
plantation (ENF)

Evergreen
broadleaf forest
(EBF)

Typical temperate
steppe (GRA)

Alpine
shrubland
meadow
(GRA)

Alpine
swamp
meadow
(WET)

Alpine
meadow-
steppe (GRA)

Warmer
temperate dry
farming
cropland (CRO)

Dominant
species

Pinus koraiensis,
Tilia amurensis,
Quercus
mongolica

Pinus massoniana,
Pinus elliottii,
Cunninghamia
lanceolata

Schima superba,
Castanopsis
chinensis, Pinus
massoniana

Agropyron
cristatum,
Cleistogenes
squarrosa, Carex
duriuscula

Dasiphora
fruticosa

Kobresia
tibetica

Kobresia
pygmaea, Stipa
capillacea, Carex
montis

Triticum
aestivum, Zea
mays

Canopy
height (m)

26 12 20 0.4 0.6 0.5 0.15 0.8(wheat) 3
(maize)

LAI (m2
m�2)c

1.45 3.68 3.2 0.45 0.79 0.89 0.15 0.86

Duration 2003–2010 2003–2011 2003–2010 2004–2011 2003–2011 2004–2010 2004–2010 2003–2011
Reference Zhang et al.

(2006)
Wen et al. (2006) Yu et al. (2006) Hao et al. (2007) Zheng et al.

(2014)
Yu et al.
(2006)

(Shi et al.,
2006)

(Zhao et al.,
2007)

a They are mean annual temperature and mean annual precipitation for recent 20 to 30 years, respectively.
b The abbreviations in the brackets are IGBP (International Geosphere-Biosphere Program) vegetation types: MF, mixed forests; ENF, evergreen needleleaf forests; EBF,

evergreen broadleaf forests; GRA, grasslands; CRO, croplands; WET, wetlands.
c LAI here is the mean leaf area index for each site in 2004, which was estimated from a MODIS LAI product (MOD15A2) with a temporal resolution of 8 days and a spatial

resolution of 1 km ORNL DAAC (2015).
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Scientific Inc., Logan, Utah, USA). All signals were sampled with a
frequency of 10 Hz and then calculated and recorded with a data
logger (Model CR5000, Campbell Scientific Inc., Logan, Utah, USA)
at half-hour intervals. The meteorological variables including but
not limited to solar radiation, air temperature, precipitation, wind
speed and relative humidity were synchronously obtained with a
frequency of 2 s and block averaging over 30 min as well, in which
precipitation data were measured using a tipping-bucket rain
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gauge. Further details about monitoring systems could be found in
Yu et al. (2006) and Yu et al. (2013).

To guarantee the flux data quality, a series of processing proce-
dures recommended by ChinaFLUX were applied to the raw 30-
min flux data (Yu et al., 2006). Firstly, three-dimensional rotation
method was applied to the wind components to make the average
vertical wind speed to zero and to force horizontal wind to the
mean wind direction (Finnigan et al., 2003; Zhu et al., 2005). Then
we used Webb-Pearman-Leuning (WPL) correction method to
adjust the effects of density change on CO2 and H2O fluxes
(Webb et al., 1980). We calculated the storage terms of water
fluxes, and removed the spurious data from the dataset later. The
spurious data were defined mainly by four criteria, i.e., (i) data
recorded during and half hour before and after precipitation
events; (ii) latent heat flux data out the threshold of [-100, 500]
(w m�2); (iii) 1.96 times standard deviation principle; and (iv) fric-
tion velocity (u⁄) threshold which was calculated according to
Reichstein et al. (2005). Then data gaps in the water flux data were
filled with a look-up table method (Reichstein et al., 2005). At last,
daily (i.e., 24-h) AET value was calculated by summing 30-min val-
ues. Monthly and annually AET were then accumulated from daily
and monthly AET observations, respectively. All the data process-
ing procedures mentioned above were performed with a Matlab
program written in-house. See Yu et al. (2006) for more informa-
tion about the data quality control and gap filling.
2.3. Selected PET models

Fourteen PET models were selected in this study, containing one
fully physically based method, six radiation-based models and
seven temperature-based models (Table 2). These models were
selected because they represent a range in how the key input vari-
ables (e.g., solar radiation, air temperature, vapor pressure, and
wind speed) are treated. The selected models varied from the fully
physical Penman equation with four variables to the empirical
Thornthwaite model that contains only one meteorological vari-
able (i.e., air temperature). The fourteen PET models are briefly pre-
sented in Table 2, while their formulae are listed in the Appendix in
detail. All these PET methods used observed daily meteorological
data above the canopy for each site as inputs, which were syn-
chronously obtained with ecosystem-scale flux data.

Except that Thornthwaite model (Thornthwaite, 1948) and
Kharrufa model (Xu and Singh, 2002) were designed against
monthly scale, the other twelve models directly estimated daily
PET values. Monthly and annually PET were accumulated from
Table 2
PET models selected for this study.

Classification No. Common model name

Fully physical 1 Penman
Radiation-based 2 Makkink

3 Turc
4 Jensen-Haise
5 Stephens-Stewart
6 Priestly-Taylor
7 Hargreaves

Temperature-based 8 Blaney-Criddle
9 Romanenko
10 Hamon
11 Linacre
12 Hargreaves-Samani
13 Thornthwaitea

14 Kharrufaa

Rn, net radiation; Ta, mean air temperature; Tmax and Tmin, maximum and minimum air
wind speed; Rs, incident solar radiation; RH, relative humidity; Lday, maximum possible
hours; Ra, extraterrestrial radiation. The units of the input variables for each model wer

a These two models were applied to monthly scale, while other models were applied
daily and monthly PET estimates, respectively. The mean daily
PET values for the Thornthwaite and Kharrufa models were calcu-
lated by dividing their total PET values by total days during the
observational periods (Table 1), respectively. In addition, negative
PET estimates were set as zero in this study.

2.4. Assessment on PET magnitudes

Before testing the ability of PET models in capturing dynamics
of evaporative demand, we first assessed the reasonability of PET
estimates in representing the magnitudes of evaporative demand.
Towards this end, the key issue is to set the standard for electing
the ‘reasonable’ PET model(s). Conceptually, PET represents the
upper limit of AET (Thornthwaite, 1948). Hence, AET should never
exceed PET at a long-term scale (e.g., annual time step) (Fisher
et al., 2011), which hence makes AET a straight-forward and objec-
tive indicator for the ‘reasonability’ validation of PET models.

Thus, when assessing the PET magnitudes, we compared the
daily average PET estimates of the fourteen PET models (Table 2)
with the equivalent rates of observed site-based AET data over
the eight ecosystems in China, to determine whether each of them
could give reasonable PET estimates (i.e., PET � AET on average).
Moreover, one-way analysis of variance and Tukey’s multiple com-
parison tests were applied to determine the differences among the
selected PET models at the daily time scale. The differences were
considered to be significant if p-values are smaller than 0.05.

2.5. Assessment on PET dynamics

According to the results from the assessment on the PET magni-
tudes, several PET models were identified as reasonable to calcu-
late PET values for all the eight sites. Then, these PET models
were further used to test their ability in representing annual and
seasonal dynamics of evaporative demand. Here, we analyzed the
annual and seasonal trends of each PET model estimates, respec-
tively, and comparing them against the equivalent trends in AET
and precipitation (P) for particular sites. For a given site, PET
dynamics were determined using the same method as Donohue
et al. (2010). That is, we calculated the linear trends of PET rates
for each month over the observational periods (Table 1) with the
method of ordinary least square regression. Since the units of
monthly PET data are mm mth�1, the corresponding units for
annual trends in these monthly data (i.e., the slope values of the
regression lines with x-axis as years) should be mm mth�1 yr�1.
Annual trends in PET were calculated as the sum of twelve monthly
Input variables Reference

Rn, Ta, ea, u Penman (1948)
Rs, Ta Xu and Singh (2002)
Rs, Ta, RH Lu et al. (2005)
Rs, Ta Jensen and Haise (1963)
Rs, Ta McGuinness and Bordne (1972)
Rn, Ta Priestley and Taylor (1972)
Rs, Ta Hargreaves (1975), Xu and Singh (2000)
Ta, p Xu and Singh (2002)
Ta, ea Romanenko (1961)
Ta, Lday Hamon (1960), Oudin et al. (2005)
Ta, Td Linacre (1977)
Ta, Tmax, Tmin, Ra Hargreaves and Samani (1982)
Ta, Lday Thornthwaite (1948)
Ta, p Xu and Singh (2001)

temperature, respectively; VPD, vapor pressure deficit; ea, actual vapor pressure; u,
duration of sunlight or daylight hours; p, daily percentage of total annual daytime
e shown in the Appendix.
to daily scale.



74 H. Zheng et al. / Journal of Hydrology 551 (2017) 70–80
trends (with units of mm yr–1 yr�1, i.e., mm yr�2) to minimize the
biases caused by timing of gaps within the data records (Donohue
et al., 2010). Per-month and annual trends in AET and P were cal-
culated in the same manner with PET.

Then, the hydroclimatological (i.e., water- or energy-limited)
states could be defined based on the observed annual and per-
month trends of AET and P, and the equivalent trends in PET would
be hence obtained following the below criteria. That is, when the
relationship between the trends of AET and P is positive (i.e., pro-
portional), it should be defined as water-limited condition, and
hence an inverse (i.e., complimentary) relationship would be
expected between the trends of PET and AET. Alternatively, it
should be regarded as the energy-limited environment, and a pos-
itive relationship would be expected between the trends of PET
and AET.

3. Results

3.1. Assessing the magnitudes of PET

Prior to assessing PET dynamics, it is necessary to examine the
reasonability of PET estimates in representing the magnitudes of
Fig. 2. Comparison of magnitudes of fourteen PET models estimates among different sit
during observational period for each model and site (Table 1). Different letters above
corresponding PET models based on Tukey’s multiple comparison tests (without consider
significantly different daily estimates between the first two PET models with p-value < 0
level of p-value < 0.05. For a given site, the green dashed lines indicate the averages of m
indicate the mean daily AET values measured by eddy covariance method. The x-axis sho
Stewart, 6-Priestly-Taylor, 7-Hargreaves, 8-Blaney-Criddle, 9-Romanenko, 10-Hamon, 11
evaporative demand. Fig. 2 illustrates the relative magnitudes of
different PET model estimates at particular ecosystems. Differences
in the daily PET values estimated from different PET models were
significant for all the eight sites (p-values < 0.05), and no models
gave consistently low or high PET averages (Fig. 2). The coefficients
of variance (CVPET) among different PET model estimates tended to
be smaller for the sites with higher precipitation (Table 3). The lar-
gest differences among PET estimates, with CVPET up to 50%,
occurred at the DX site where the maximum PET from the Linacre
model (4.29 mm d�1) was nearly six times the minimum from the
Kharrufa model (0.78 mm d�1) (Fig. 2g). For particular sites, some
models gave PET estimates very different from the averages
(Fig. 2). The Stephens-Steward model gave the smallest PET values
except at the three alpine sites, and the Penman and Linacre mod-
els often gave higher values comparing with others (Fig. 2). The
Thornthwaite and Kharrufa models generally gave high estimates
for the hot climates of DHS and QYZ sites, but notably low for
the alpine ecosystems (i.e., HBGC, HBSD and DX).

To evaluate the reasonability of PET models in representing the
magnitudes of evaporative demand, we then compared different
PET model estimates with the eddy-covariance AET data for
specific sites. Results showed that the mean daily PET from all
es. Eight subplots indicate eight sites. The bars show the mean daily PET estimates
bars within a subplot indicate significant differences among daily estimates of

ing the Thornthwaite and Kharrufa models). For example, the first subplot indicates
.01, while daily estimates of the sixth and seventh PET models are different at the
ean daily PET values estimated by fourteen PET models, while the red dashed lines
ws codes of PET models: 1-Penman, 2-Makkink, 3-Turc, 4-Jensen-Haise, 5-Stephens-
-Linacre, 12-Hargreaves-Samani, 13-Thornthwaite, and 14-Kharrufa.



Table 3
Mean daily AET and PET values for different sites.

Sites Mean AET
(mm d�1)a

Mean PET
(mm d�1)b

CVPET
c

CBS 1.41 2.02 ± 0.46 0.23
QYZ 2.22 3.04 ± 0.72 0.24
DHS 2.01 3.14 ± 0.83 0.27
NM 0.95 2.12 ± 0.54 0.25
HBGC 1.44 1.57 ± 0.72 0.46
HBSD 2.08 1.47 ± 0.66 0.45
DX 1.45 1.83 ± 0.90 0.49
YC 1.74 2.69 ± 0.65 0.24

a These values are mean daily AET values measured by eddy covariance method.
b These values are averages of mean daily PET values estimated by fourteen PET

models. The data after the plus and minus signs are the corresponding standard
deviation.

c These values are coefficients of variance of mean daily PET values estimated by
fourteen PET models for a given site.
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the fourteen PET models were always larger than mean daily AET
only at the NM site (Fig. 2d), while for the other sites around 30%
of the models on average gave unreasonable PET estimates (i.e.,
PET < AET on average), especially that 11/14 of models gave unrea-
sonable estimates at the HBSD site (Fig. 2). The robustness of PET
models differed somewhat across the eight sites (Fig. 2). The
Stephens-Steward model always gave smaller PET values than
AET values except at the NM site. PET estimates from the Makkink
model tended to be slightly lower than AET for sites with relatively
sufficient water supply (i.e., DHS and QYZ). Besides, the Thornth-
waite and Kharrufa models always yielded unreasonable PET esti-
mates for the alpine ecosystems (Fig. 2e–g).

Overall, only three models selected in this study could produce
reasonable magnitudes of evaporative demand (i.e., PET � AET on
Table 4
Reasonable PET models representing magnitudes of evaporative demand
that give larger mean daily PET values than mean daily AET values acco
PET models with grey shadows are models which could give reasonabl
average) for all the eight sites, including the Penman, Priestly-
Taylor and Linacre models, while the other 11 PET models have dif-
ferent degrees of inadequacies along with different ecosystems
(Table 4).

3.2. Assessing the annual trends of PET

According to the results above, one fully physical (i.e., Penman),
one radiation-based (i.e., Priestly-Taylor) and one temperature-
based (i.e., Linacre) model were reasonable in representing the
magnitudes of evaporative demand for all the eight sites (Table 4),
which were further considered to assess their ability in reproduc-
ing annual and seasonal dynamics of evaporative demand.

At the annual time scale, we compared the annual trends in dif-
ferent PET estimates to those in AET and precipitation (P) for a
given site (Table 5, column B). Take the DHS site for example, its
annual trends in AET (�3.27 mm yr�2) were in the opposite direc-
tion to P trends (78.48 mm yr�2). Thus, DHS site is an energy-
limited site at the annual time scale, and the annual trends of
PET and AET should be at the same direction according to the pro-
portional principle for the energy-limited areas. Table 5 indicates
that all the three PET models have annual trends that are at the
same direction with AET trends. As for the NM site, its annual
trends in AET (9.76 mm yr�2) were the same in direction with P
trends (3.93 mm yr�2), which makes NM a water-limited site at
the annual time scale. Based on the complementary principle suit-
able for the water-limited areas, only the estimates of Penman and
Linacre models displayed annual trends (�1.66 and
�10.60 mm yr�2, respectively) that are opposite in direction to
AET trends (Table 5, column B).

Using the complementary or proportional principles applied to
the NM and DHS sites, it could be concluded that the CBS, DHS and
for different sites. Reasonable PET models refer to the models
rding to the definition of PET (i.e., PET � AET on average). The
e PET estimates for all the eight ecosystems.



Table 5
Assessment on PET dynamics. Column A: annual-average estimates for three PET models. AET and precipitation values are also provided for reference. Column B: Annual trends
for PET, AET and precipitation with p-values in brackets. Column C: Correlation coefficients between per-month trends in PET and equivalent trends in AET with p-values in
brackets. See Table 1 for the observational periods for each site.

Site PET model A
Annual-average rate
(mm yr�1)

B
Annual trend
(mm yr�2)

C
Correlation with per-month AET trends

CBS Penman 960.15 �2.86(0.74) 0.07(0.84)
Priestly-Taylor 695.95 3.20(0.48) 0.05(0.87)
Linacre 1000.70 �7.37(0.40) 0.02(0.95)
Precipitation 736.51 22.62(0.35) �0.11(0.73)
AET 524.40 �3.91(0.34)

QYZ Penman 1143.22 �12.39(0.13) �0.10(0.76)
Priestly-Taylor 1014.11 �1.11(0.84) 0.31(0.33)
Linacre 1239.69 �15.67(0.06) �0.40(0.20)
Precipitation 1363.74 34.28(0.30) 0.07(0.83)
AET 809.62 13.14(0.33)

DHS Penman 1165.60 �15.10(0.24) 0.93( < 0.001)
Priestly-Taylor 1008.26 �7.82(0.45) 0.89( < 0.001)
Linacre 1364.23 �16.84(0.08) 0.73(0.01)
Precipitation 1702.03 78.48(0.20) �0.81(0.002)
AET 733.21 �3.27(0.66)

NM Penman 1087.41 �1.66(0.81) �0.23(0.48)
Priestly-Taylor 668.70 7.98(0.22) 0.56(0.06)
Linacre 1097.47 �10.60(0.11) �0.42(0.17)
Precipitation 289.00 3.93(0.74) 0.43(0.16)
AET 347.51 9.76(0.18)

HBGC Penman 879.25 3.99(0.19) 0.47(0.12)
Priestly-Taylor 805.95 2.05(0.33) 0.53(0.07)
Linacre 1115.17 8.01(0.11) 0.24(0.44)
Precipitation 500.60 �2.17(0.72) �0.23(0.46)
AET 526.88 �4.96(0.62)

HBSD Penman 1024.35 �56.29(0.04) 0.89( < 0.001)
Priestly-Taylor 982.56 �74.69(0.04) 0.87( < 0.001)
Linacre 1055.43 16.89(0.004) 0.32(0.31)
Precipitation 490.73 �1.57(0.87) �0.38(0.23)
AET 760.22 �13.30(0.60)

DX Penman 980.73 5.24(0.42) �0.31(0.33)
Priestly-Taylor 654.38 �13.28(0.13) 0.18(0.57)
Linacre 1852.93 40.16(0.08) �0.52(0.09)
Precipitation 451.17 �26.97(0.23) 0.74(0.01)
AET 529.22 �1.53(0.92)

YC Penman 998.82 11.28(0.09) 0.60(0.04)
Priestly-Taylor 714.71 3.92(0.43) 0.59(0.04)
Linacre 1223.47 18.53(0.01) 0.23(0.46)
Precipitation 639.63 �8.41(0.67) �0.21(0.51)
AET 633.88 10.22(0.01)
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YC sites were energy-limited sites at the annual time scale, and all
the three PET models had annual trends that were at the same
direction with AET trends except the Priestly-Taylor model at the
CBS site (Table 5, column B). Meanwhile, the other five sites should
be defined as water-limited sites. Results indicated that only the
Penman and Linacre models reproduced annual trends that were
opposite in direction to AET trends, whilst the Linacre model dis-
played a stronger degree of complementarity for the water-
limited sites (Table 5, column B).

3.3. Assessing the per-month trends of PET

In order to assess the ability of the three PET models in captur-
ing seasonal changes in evaporative demand, Table 5 compares the
per-month trends (i.e., trend for Januaries, for Februaries, etc.) of
each PET model estimates against the equivalent trends in AET
and P for each site (Table 5, column C).

Results showed that, for the CBS, DHS, YC, HBGC and HBSD sites,
the per-month trends in AET were inversely related to those in P
with negative R values (Table 5, column C), which indicated that
the changes in the seasonality of AET were mainly determined by
energy supply (i.e., energy-limited) at these five sites, and the
per-month trends of AET and PET should follow the same direction.
Table 5 indicates that all the three PET models have per-month
trends that are at the same direction with the observed per-
month trends in AET for the five sites, whilst the R values for the
Penman and Priestly-Taylor models were similar in magnitudes
but larger than that for the Linacre model (Table 5, column C).

Turning to the QYZ, NM and DX sites, the per-month trends in
AET were positively related to those in P (Table 5, column C), which
indicated that the per-month changes in AET were water-limited at
these three sites. Based on the complementary principle, only the
estimates of Penman and Linacre models had per-month trends
that were inversely related to the observed per-month trends in
AET for these sites, whilst a stronger degree of complementarity
was observed for the Linacre model at each site (Table 5, column
C).

The findings above were further demonstrated when the per-
month trends were examined graphically (Fig. 3 and Fig. 4).
According to the observed relationship between per-month trends
of AET and P, Fig. 3 and Fig. 4 also show that there are seasonal
switches between water- and energy-limited states for many sites.



Fig. 3. Per-month trends in PET (left column), AET and precipitation (right column) for the three forest sites (i.e., CBS, QYZ and DHS) and cropland site (i.e., YC).
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For example, at the CBS and NM sites, changes in AET basically fol-
lowed PET trends during May to September, but mainly followed
changes in P during other periods (Figs. 3b, 4b). That is, the hydro-
climatological state at CBS and NM sites switched from water- to
energy-limited state around May, and then turned around in
September. Similarly, the hydroclimatological states for the QYZ
site were mainly energy-limited during the first half year, but
switched to water-limited states around July (Fig. 3d). Fig. 3 and
Fig. 4 show that, the Linacre model was unable to capture the
PET dynamics during June to July at the CBS (Fig. 3a, b), QYZ
(Fig. 3c, d), YC (Fig. 3g, h) and NM sites (Fig. 4a, b). Although the
DHS site was always under energy-limited conditions for a whole
year, the Linacre model also failed to reproduce the expected PET
dynamics during April to June (Fig. 3e, f).

4. Discussion

4.1. Assessment on PET magnitudes

Before assessing the ability of PET models in capturing long-
term dynamics of evaporative demand, a critical requirement is
the reasonability of PET estimates representing the magnitudes
of evaporative demand. Results demonstrated that all the fourteen
PET models studied here produced significantly different PET
estimates for particular sites across a wide range of biomes and cli-
mate regimes (Fig. 2), which agreed with the previous studies for
more limited areas or models (e.g., Federer et al., 1996; Fisher
et al., 2011). Such differences should be attributed to the land sur-
face characteristics, primarily water conditions. Our results
showed that differences in diverse PET estimates tended to be
smaller for the sites with higher water supply (i.e., precipitation).
This is because that the soil moisture conditions of the relatively
wet sites seems closer to the ‘well-watered’ setting for PET estima-
tion than that of dryer areas, which hence makes the PET differ-
ences smaller for sites with comparatively larger water supply.
Thus, the finding that the largest differences in PET estimates
occurred at the DX site could be on account of its low soil water
content. In fact, the precipitation of the DX site is comparable to
that of other alpine ecosystems (i.e., HBGC and HBSD), and is a lit-
tle heavier than the precipitation at the temperate semi-arid
steppe site (i.e., NM) (Table 2). However, due to the high altitude,
strong solar radiation, intense surface evaporation and poor soil
water holding capacity at the DX site (Shi et al., 2006), its soil mois-
ture condition is much lower than that at the HBGC and HBSD sites,
and even lower than that at the NM site for some years.

Conceptually, AET should never exceed PET at a long-term scale
(Fisher et al., 2011). However, our results showed that not all the
PET models are satisfying in representing the upper limit of AET
and hence the magnitudes of evaporative demand (Fig. 2). The rea-
sonability of PET models differed for a given site (Fig. 2 and
Table 4). This is mainly resulted from the differences in model
input variables and model structures. As we know, each PET model
was designed against respective climate conditions which were
expressed by its key input variables. The failure of one PET model
for one site might mean that this PET model has certain flaws in
describing main drivers of the local surface evaporation at this site.

Take for example the case of Thornthwaite and Kharrufa models
which generally underestimate PET of alpine ecosystems (Fig. 2).



Fig. 4. Per-month trends in PET (left column), AET and precipitation (right column) for the three grassland sites (i.e., NM, HBGC, DX) and alpine wetland site (i.e., HBSD).
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The mean air temperature of alpine ecosystems is considerably
low, but their precipitation and especially solar radiation is quite
abundant (Table 2). Zhang (1991) documented that the multi-
mean annual precipitation of the HBGC and HBSD sites is about
50 mm higher than that over the northern China. As only air tem-
perature is considered within the Thornthwaite and Kharrufa mod-
els, these two models thus seriously underestimate the strength of
evaporative demand for the three alpine sites (Fig. 2).

However, pronounced differences still may appear among some
PET models with same inputs variables and similar model struc-
tures, which should attribute to the differences in model parame-
ters/coefficients. For example, the Stephens-Steward model has
similar model structure with that of the Hargreaves and Jensen-
Haise models, but their corresponding model coefficients are dis-
tinct (Appendix), which hence makes the Stephens-Steward model
always produce smaller PET values than the latter two, and thereby
makes its PET estimates smaller than AET observations for a major-
ity of sites in this study (Fig. 2).

4.2. Assessment on PET dynamics

Given the above conclusions on the PET magnitudes, the Pen-
man, Priestly-Taylor and Linacre models were found to be reason-
able in representing the magnitudes of evaporative demand for all
the eight sites across large gradients in climatic and vegetation
conditions (Table 4). We then conducted the assessment on PET
dynamics using these three PET models. As it happens, these three
PET models were different in both model structures and main driv-
ing variables, comprising one fully physical, one radiation-based
and one temperature-based model (Table 2 and Appendix). Results
showed that these three PET models produced obvious different
estimates in both rates and trends for a given site (Table 5), which
further manifested the necessity of this PET model assessment.

As we know, PET dynamics are primarily driven by four key
meteorological variables (i.e., net radiation, vapor pressure deficit,
wind speed and air temperature), which have been physically
involved in the Penman model (Penman, 1948). As to the Linacre
model, this temperature-based method was simplified from the
Penman equation and incorporates the effects of elevation, latitude
and dewpoint temperature (Linacre, 1977). Thus, the influences of
vapor pressure on PET could also be reflected in the Linacre model,
as dewpoint temperature is the temperature when the actual vapor
pressure is the saturation vapor pressure (Allen et al., 1998).
Hence, our findings demonstrated that the Penman and Linacre
models could faithfully reproduce the ‘realistic’ dynamics in evap-
orative demand for both water- and energy-limited environments
at both long-term annual and seasonal scales (Table 5). However,
the Priestly-Taylor model does not take the contribution of vapor
pressure (deficit) into account and generally refers to evaporation
from wet surfaces (Priestley and Taylor, 1972). Therefore, the
Priestly-Taylor model usually failed in capturing dynamics in
evaporative demand under water-limited conditions at different
time scales (Table 5), and the radiation-based PET models are best
suitable for the energy-limited environments.

According to the observed relationships between per-month
trends of AET and P, we found that there often existed seasonal
switches between water- and energy-limited states for many sites
(Fig. 3 and Fig. 4). And, it is also one important aspect for a PET
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model to capture the seasonal dynamics of evaporative demand
during transition stages between water- and energy-limited states.
For the CBS, QYZ, YC and NM sites, our results indicated that the
Linacre model failed to reproduce the expected PET dynamics dur-
ing June to July (Fig. 3 and Fig. 4) when the soil moisture content
was supposed to increase due to the carry-over effects of increased
rainfall amount (around May) on soil moisture content (Guo et al.,
2012). It might be because that the changes in air temperature fol-
lowed the increases in soil water availability are not as sensitive as
net radiation and vapor pressure (deficit), which hence makes the
Linacre model unable to reproduce the dynamics in evaporative
demand during transition stages at these sites. As to the DHS site,
the whole year could be divided into wet season (from April to
September) and dry season (from October to March in the next
year), although the DHS site is always under energy-limited condi-
tions (Fig. 3e, f). Thus, the rainfall and soil moisture content would
increase around April at the DHS site, which hence explains why
the Linacre model failed to reproduce the expected PET dynamics
during April to June at the DHS site (Fig. 3e).
5. Conclusion

Fourteen PET models were considered in this study to assess
their ability in representing the magnitudes and long-term (typi-
cally 2003–2011) dynamics of atmospheric evaporative demand
at eight ecosystems across various biomes and climatic regimes
in China. Results indicated that only three PET models could pro-
duce reasonable magnitudes of evaporative demand (i.e.,
PET � AET on average) for all the eight sites, including the: (i) Pen-
man; (ii) Priestly-Taylor and (iii) Linacre models. And, nearly all
these three PET models could faithfully reproduce the dynamics
in evaporative demand for the energy-limited conditions at both
annual and seasonal scales, while only the Penman and Linacre
models could represent dynamics in evaporative demand for the
water-limited conditions. However, the Linacre model was unable
to reproduce the seasonal switches between water- and energy-
limited states for some sites.

The findings reported in this research demonstrate that the
choice of PET models will be essential in the evaporative demand
modeling efforts and other applications. The so many failures of
PET models in representing the magnitudes and dynamics of evap-
orative demand also confirm that some PET models have limited
validity. Therefore, to ensure the correctness of results, we should
either choose the reasonable ones or conduct local calibrations for
the studied areas. The reasonable PET models representing the
magnitudes and dynamics of evaporative demand for different
sites studied here have been elected in this paper. However, it
should be clear that different results may emerge from alternative
PET models and biome types. This China-setting study aimed to
highlight the potential problems with respect to PET-related
researches, and drawmore studies on the evaluation of PET models
over more biome types worldwide.
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